Tools from ecology: useful for evaluating infection risk models?
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Abstract

Despite the increasing number of models to predict infection risk for a range of diseases, the assessment of their spatial limits, predictive performance and practical application are not widely undertaken. Using the example of Schistosoma haematobium in Africa, this article illustrates how ecozonation and receiver–operator characteristic analysis can help to assess the usefulness of available models objectively.

The resources targeted at parasite control are finite and often limited. Consequently, when designing control programs, it is essential to know the distribution and abundance of a disease, to devise and target intervention strategies and to optimize the use of available resources. In many African countries, the paucity of epidemiological data hinders the quantification of disease burden for basic planning. In an effort to overcome this problem, environmental data (often derived from satellite sensors) are increasingly used to predict infection risk [1-3]. There is a need, in such approaches, to evaluate objectively the predictive accuracy of the models used to generate risk maps and to consider the spatial extent to which models can be reliably extrapolated [4].

Developing predictive models

Reliable maps of infectious diseases require an understanding of whether models developed for one location can be applied to another because the environmental factors that influence disease transmission are unlikely to be uniform over large geographical areas [5]. Political boundaries are routinely used to define the spatial extent of risk maps, but the ecological heterogeneity, which is usually independent of political boundaries, is ignored. Alternatively, remotely-sensed (RS) derived environmental data can be used to develop ecological zone maps that identify areas of ecological similarity* (Box 1), and are better at defining where existing predictive models can and cannot be applied [6].

The statistical methods commonly used to predict the occurrence or distribution of disease in relation to environmental variables are logistic regression and discriminant analysis, and these approaches have been used to map filariasis[3], malaria [6,7], leishmaniasis [8] and

---

trypanosomiasis [2]. The predictive performance of these models, which is a prerequisite for their refinement [9], is evaluated by examining the agreement between predictions and observations [10] by using data collected from sites other than those used in model development. In logistic regression models, predictions are based on the model outputs that measure the probability of infection occurrence. To assess the predictive performance of a model, a probability threshold needs to be identified that can differentiate locations of relative risk. Often, however, the researcher is confronted with the question: which threshold to select for when discriminating between these different populations. A commonly used method in medical diagnostics, and more recently in ecological studies, is receiver–operator characteristic (ROC) analysis, which can provide an overall measure of model accuracy and can explore the consequences of choosing any given threshold (Box 2).

### Schistosomiasis

In common with other infectious diseases, the design of schistosomiasis control operations in Africa is typically constrained by a lack of comprehensive survey data [11]. Climate and other environmental variables influence the distribution of schistosomiasis (either intestinal *Schistosoma mansoni* or urinary *Schistosoma haematobium*) at broad spatial scales [12], hence RS-derived environmental data have potential for predicting transmission patterns [13]. Such an approach has been used to map the likely distribution of *S. mansoni* in Ethiopia [14] and Egypt [15], characterized areas directly relevant to the rational targeting of control.

The WHO recommends mass treatment with praziquantel in areas where infection prevalence of schistosomiasis equals or exceeds 50%. Because schistosomiasis exhibits strong spatial heterogeneity at local levels, there is a need to locate high-risk communities or schools that require mass treatment. For *S. haematobium*, this has been achieved effectively by using morbidity questionnaires [16]. The first step in national planning is to locate areas for which questionnaire surveys are needed, which can be identified by using broad-scale risk maps.

Following the analysis of detailed data from school-based studies in Cameroon and Tanzania (Fig. 1), we have recently developed risk maps for *S. haematobium* [17,18]. Logistic regression modeling was used to identify environmental variables which were significantly associated with infection patterns, and to develop separate, local models of the probability of having an infection prevalence >50% (WHO recommended treatment threshold) based on a random 50% subset of data from Cameroon and Tanga Region in Tanzania. Evaluation was undertaken using the remaining 50% subset, and ROC analysis showed that the models for both Cameroon and Tanga Region allow reasonable discrimination (Fig. I in Box 2) between high- and low-prevalence schools within the geographical areas in which the surveys were conducted.

### Do the models perform reliably in other areas?

The real test of a model lies in applying it to different locations. We therefore validated predictions from the model developed in the Tanga Region by using independent data from the Magu, Kilosa, Mtwara and Tandahimba districts of Tanzania (Fig. 1). The Cameroon model was also validated using all the data from Tanzania. ROC analysis indicated that within Tanzania, the model developed for Tanga Region performed reasonably well in neighboring Kilosa District and further south in the ecologically similar coastal districts of Mtwara and Tandahimba (Fig. Ic and Id in Box 2). However, the models performed poorly in the ecologically distinct Magu District, near Lake Victoria (Fig. Ie in Box 2). By contrast, the ecological model for Cameroon could not be reliably be applied to any region of Tanzania (Fig. If in Box 2).
These results can be explained by reference to the ecological zone map (Fig. I in Box 1). This map shows that Tanzania comprises three ecological zones (Table I in Box 1). The areas where the Tanga Region model reliably predicts a high prevalence of schistosomiasis all fall within the same ecological zone (Zone 1). By contrast, the performance of the model is poor near Lake Victoria – an area represented by a different ecological zone (Zone 2). Cameroon has completely different ecological zones from Tanzania, which could explain why the model for Cameroon does not predict schistosomiasis anywhere in Tanzania. It is also useful to consider the distribution of the snail species involved in local transmission. In Cameroon, the predominant snail species in areas of high prevalence (northern Cameroon) is Bulinus senegalensis, which inhabits semi-permanent water bodies and can survive the dry season by aestivation [19]. This distribution supports Wright’s original contention [20] that B. senegalensis occurs throughout the semi-arid areas of the West African Sudan Savanna, confirmed by available snail survey data [21]. The snail distributions suggest that the ecological model for Cameroon is actually predicting the niche of B. senegalensis, which is characterized by limited rainfall and high temperatures (Table I in Box 1). Interestingly, this habitat range broadly corresponds to the purple zone in the ecological zone map.

The distribution of different snail species could also explain why the Cameroon model failed to predict schistosomiasis in Tanzania, where the main snail species are Bulinus africanus, Bulinus globosus and Bulinus nasutus [22]. In coastal areas, B. globosus is the principal snail host responsible for transmission, although B. africanus might be important locally. By contrast, B. nasutus is the main host in northwestern Tanzania and is found in temporary water bodies. B. nasutus does occur in coastal East Africa, but appears to be incompatible with the S. haematobium parasite strain found in B. globosus in that area [23]. Such differences in the distribution of snail species explain why the model developed for Tanga Region performed well in coastal areas with a common snail species but inadequately in Magu District where a different intermediate host occurs.

These findings suggest that the model for Tanga Region can be extended elsewhere within the same ecological zone, which stretches down to Mozambique and parts of southern Malawi. Ideally, a different model would be needed for other areas of Tanzania. The findings also suggest that the model developed for Cameroon can be applied within common ecological zones throughout West Africa, but not across different ecological zones. Knowledge of snail distributions is also of obvious significance in developing and applying any ecological model for S. haematobium, given the differing relationships between ecological factors and different snail species [24]. Sadly, however, detailed snail distribution maps do not exist currently, although there are efforts to map the data in snail databases from Africa held by the Danish Bilharziasis Laboratory and other research institutions (T.K. Kristensen, pers. commun.).

Control applications

The risk maps developed will be unable to capture the well-known foci of schistosomiasis: heterogeneities in water contact patterns [25], and the genetic diversity of S. haematobium [23] will also influence patterns on a local scale. The large-area RS-based models, however, are useful for identifying potential areas of high risk (Fig. 2). In particular, these maps can exclude areas where urinary schistosomiasis is unlikely to be prevalent, and so help focus on priority areas where local detailed questionnaire surveys are required to target control more precisely. In addition, these maps can help to estimate the target population for such control.

Ultimately, the usefulness of such risk maps is subjective but should be evaluated only within the pre-defined context of its application [5] and based on the consequences of correct and incorrect predictions [26]. If, for example, the intended aim of the model is to
maximize exclusion of low-prevalence schools then the threshold chosen to define areas of high-risk should favor specificity (Box 2). If, however, the aim is to maximize inclusion of high-prevalence schools then the threshold should favor sensitivity. Examination of the ROC curve identifies the probability threshold that optimizes the preferences for maximal sensitivity or specificity. Here, a probability threshold that maximizes the accurate exclusion of low-prevalence schools (i.e. \( p = 0.2 \), see Figs 1a,b in Box 2) to define potential areas at high risk for S. haematobium was used.

Overlaying this threshold with available population data on schoolchildren\(^\ddagger\) characterizes those at risk of significant schistosomiasis transmission and those as the target of a questionnaire approach to be quantified and associated program costs estimated. For example, 1.9 million children (in 11 out of the 49 districts) in Cameroon and 4.9 million children (in 37 out of 97 districts) in Tanzania were estimated to be the target for a school-based national schistosomiasis control program. Using the available cost data for control from Ghana and Tanzania, the associated program costs for a single treatment of the school population in Tanzania would be US$ 1.0 million–3.2 million, and US$ 0.4 million–1.3 million in Cameroon [17-18].

**Concluding remarks**

Prediction models are increasingly being developed for a variety of infectious diseases. Validation of such models is a difficult but an essential issue [9] if models are to have practical relevance for control. ROC plots are a useful addition to logistic regressions procedures for disease risk mapping by optimizing the choice of probability threshold required to satisfy stated control objectives. Ecological zone maps are also of value in defining the spatial extent to which such models can be applied, and can identify areas where further survey data and new models are required (see also [6]).

Ecological zonation has great potential in elucidating the biological mechanisms underlying disease distributions. Further work is required on which variables are used to construct ecozones, criteria for defining the optimal number of zones and how these outputs relate to more traditional vegetation and climate classifications. These considerations should be informed by an understanding of parasite–habitat requirements. Consideration should also be given to future work involving the sampling design and spatial scale of field surveys used to develop and validate prediction models [5]. The challenge now is not to demonstrate the possibility of predicting infection risk, but to demonstrate their accuracy, spatial limitations and most importantly, their practical application to specific control objectives.
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\(^\ddagger\)The data on the schoolchildren population for every district was derived from the 1990 national population forecasts (http://grid2.cr.usgs.gov/globalpop/africa/), and was projected to 2001 using assumptions based on country- and year-specific inter-census growth rates (http://www.census.gov/ipc/www/idbnew.html).
The ecological zones in Africa based on remotely-sensed derived ecological variables

The map in Fig. I is based on the mean annual summaries (1982–2000) of multi-temporal remotely-sensed (RS) derived data from the advanced very high resolution radiometer (AVHRR). These data were processed using standard procedures to provide middle-infrared brightness, temperature, land–surface temperature (LST) and photosynthetic activity estimates (expressed as the normalized difference vegetation index, NDVI) for the African continent [a]. Ref. [a] also discusses the several problems involved with using satellite-derived imagery. These data in combination with a digital elevation model (DEM) of Africa (http://edcwww.cr.usgs.gov/landdaac/gtopo30) generated twenty ecological zones using the unsupervised classification procedures of Earth Resources Data Analysis System (ERDAS) Imagine 8.4™ software. ERDAS implements the Iterative Self-Organizing Data Analysis Technique (ISODATA), an iterative method that uses the Euclidean distance as a similarity measure for clustering data into different classes [b]. A complete synopsis of the environmental criteria defined and hence separated each zone is not covered here, but Table I shows the mean values of the clusters that defined the zones mentioned in the text. Visual comparison indicated a good pattern that matches to the widely used White’s vegetation map and agro-ecological zones of Africa [c,d] by the Food Agriculture Organization, which was based on physiognomy and floristic composition, and length of growing season, respectively.

Table I. Mean values of key environmental variables according to zones

<table>
<thead>
<tr>
<th>Zone</th>
<th>Mean land-surface temperature (°C)</th>
<th>NDVI</th>
<th>Annual rainfall (mm)</th>
<th>Elevation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35.9</td>
<td>0.29</td>
<td>900</td>
<td>360</td>
</tr>
<tr>
<td>2</td>
<td>40.4</td>
<td>0.24</td>
<td>571</td>
<td>1105</td>
</tr>
<tr>
<td>3</td>
<td>32.3</td>
<td>0.34</td>
<td>1107</td>
<td>1240</td>
</tr>
<tr>
<td>4</td>
<td>32.0</td>
<td>0.29</td>
<td>1352</td>
<td>514</td>
</tr>
<tr>
<td>5</td>
<td>32.6</td>
<td>0.11</td>
<td>977</td>
<td>463</td>
</tr>
<tr>
<td>6</td>
<td>46.8</td>
<td>0.02</td>
<td>511</td>
<td>399</td>
</tr>
</tbody>
</table>

*Abbreviations: NDVI, mean normalized difference vegetation index.
<table>
<thead>
<tr>
<th>References</th>
</tr>
</thead>
</table>
Box 2

Receiver-operator characteristic analysis for the epidemiology of infectious diseases

The predictive accuracy of prediction models based on logistic regression can be assessed in terms of sensitivity (the percentage of locations with infection and or disease correctly predicted as such) and specificity (the percentage of locations without infection and or disease correctly predicted as such). The predictions of disease occurrence are based on whether the predicted probability arising from the logistic regression model is above or below a chosen probability threshold. Varying the probability threshold across a range of values will generate a series of pairs of sensitivity and specificity. This series of points defines a receiver-operator curve (ROC), and describes the compromise that a model attains between sensitivity and specificity [a-d]. A model with a perfect discrimination between occurrence and absence of disease or infection has a ROC curve that passes through the upper left corner of the graph (100% sensitivity and 100% specificity). The closer the ROC curve is to the upper left corner of the graph, the higher the overall predictive accuracy of the model.

A useful index describing the overall accuracy of models that is independent of a single probability cut-off point is the area under the curve (AUC)[b]. For example, an AUC of 0.89 indicates that, for 89% of the time, a randomly selected location with disease or infection has a probability that is greater than that for a randomly selected location without disease or infection. An AUC between 0.5 and 0.7 indicates a poor discriminative capacity in distinguishing between different populations, whereas an AUC from 0.7–0.9 indicates a reasonable capacity and >0.9 indicate a very good capacity.

Fig. I Receiver–operator curves for different schistosomiasis ecological models: (a) Cameroon model applied to validation data in Cameroon (n = 170); (b) Tanga Region model applied to validation data in Tanga Region (n = 290); (c) Cameroon model applied to Tanzania (n = 980); (d) Tanga Region model applied to Kilosa District (n = 164); (e) Tanga Region model applied to Mtwara Region (n = 176), and (f) Tanga Region model applied to Magu District (n = 49). Dots represent pairs of sensitivity and false positive values, and the solid line represents the values expected by chance alone for each probability threshold.
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Fig. 1.
Spatial distribution of urinary schistosomiasis in Cameroon (a) and Tanzania (b). The infection prevalence was assessed by microscopy of urine in Cameroon, and the data was available for 19,524 children from 333 schools. In Tanzania, the infection prevalence was estimated from carefully validated questionnaire surveys (schoolchildren were asked whether they have urinary schistosomiasis or blood in their urine, termed locally as kichocho). The data for Tanzania are available for 166,099 children from 1960 schools. Although the prevalence of kichocho in schools underestimates the parasitological prevalence of infection, the parasite prevalence can be calibrated for each locality to define the extrapolated risk of having infection prevalence (>50%), and thus comparable to the parasitological data from Cameroon (see Ref. [17] for calibration and data sources).
Fig. 2.
Prediction models for *Schistosoma haematobium* transmission in Cameroon (a) and Tanzania (b). The map shows the probability risk (0-1) of a particular area having an infection prevalence that exceeds the >50% threshold. Reproduced with permission, from Refs [17,18].